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1. **Presentación a cargo del relator:**

La Msc Luz Marina Sierra inicia la presentación de su propuesta de investigación de doctorado, mencionando los temas que abarcará durante la misma, los temas definidos son los siguientes: Contexto del proyecto, Planteamiento del Problema y Objetivos. A continuación se explica en detalle cada tema expuesto durante la presentación.

**Contexto del proyecto**

La Msc Sierra presenta los siguientes conceptos relacionados al desarrollo de su proyecto:

**Identificador de Partes del discurso (POS Tagging)**

POS Tagging es el proceso de marcar palabras en un texto (corpus) basándose en su relación con las otras palabras que se encuentran alrededor (Baeza-Yates and Ribeiro-Neto, 1999). Provee información tanto de la morfología (estructura de las palabras) y la sintaxis (estructura de las oraciones).

Teniendo en cuenta la implementación de un identificador, la Msc Sierra presenta los principales algoritmos de clasificación, en los cuales se destacan los siguientes algoritmos:

* Supervisados:
  + Basados en reglas (Forsati & Shamsfard, 2015).
  + Redes Neuronales (Baeza-Yates and Ribeiro-Neto, 1999).
  + Basados en métodos estadísticos Silva, Silva, & Rodrigues, 2014).
* Semisupervisados / No Supervisados
  + Otros enfoques: Híbridos, metaheurísticos

La Msc Sierra presenta los campos de aplicaciones de los sistemas POST (Baeza-Yates and Ribeiro-Neto, 1999), los cuales se mencionan a continuación:

* Sistemas de reconocimiento de voz
* Conversión de texto a voz
* Traducción automática
* Clasificación de textos
* Extracción automática de información
* Recuperación de información multimedia
* Análisis de sentimientos,
* Resolución de ambigüedades en el significado de las palabras en un contexto,

**Metaheurísticas**

Un heurístico es un “procedimiento simple, a menudo basado en el sentido común, que se supone que ofrecerá una buena solución (aunque no necesariamente la óptima) a problemas difíciles, de un modo fácil y rápido”. (Zanakins y Evans, 1981).

La aplicación de las técnicas Metaheurísticas:

* problemas de optimización: discretos, continuos, binarios.
* problemas que no tienen un algoritmo o heurística específica que dé una solución satisfactoria; o bien cuando no es posible implementar ese método óptimo.

Seguidamente, la Msc presenta las ventajas y desventajas de este tipo de algoritmos, las cuales se describen a continuación:

**Ventajas**:

* Algoritmos de propósito general
* Gran éxito en la práctica
* Fácilmente implementables
* Fácilmente paralelizables
* Robustos y eficientes

**Desventajas**

* Son algoritmos aproximados, no exactos
* Son altamente no determinísticos (probabilísticos)
* Presentan poca base teórica

**Algoritmos Evolutivos**

Están basados en la aplicación de los principios de la biología evolutiva en la ciencia de la computación. En su implementación emplean métodos derivados de la herencia, la mutación, la selección natural y la recombinación. Dentro los principales algoritmos que se destacan bajo este enfoque son: Global Best Harmony Search (Forsati & Shamsfard, 2015) (GBHS) (Omran & Mahdavi, 2008), DEKmeans (Sierra, Cobos, Corrales, 2014) y Algoritmo del pescador (Machado, et.al, 2012 y 2014).

Una vez la Msc finaliza la presentación de los conceptos relevantes para el desarrollo de su investigación, continua con la presentación de la motivación.

**Motivación**

La Msc Sierra menciona el crecimiento de las comunicaciones a través de dispositivos y la necesidad de hacer Procesamiento de Lenguaje Natural para aprovechar dicho crecimiento. Teniendo en cuenta esto, se menciona que el Procesamiento de Lenguaje Natural se puede hacer empleando Identificadores de Partes del Discurso a través de Enfoques Automáticos. En este sentido, se requieren datos de alta calidad para hacer el entrenamiento de los algoritmos.

**Definición del Problema**

La Msc Sierra continúa con la presentación del problema de su investigación. Inicialmente menciona la dificultad presente en el proceso de etiquetado debido a que existe ambigüedad en el uso de la palabra. Adicionalmente, se menciona la importancia de los costos computacionales y la necesidad de tener datos de calidad cuando se emplea un enfoque supervisado.

Considerando lo anterior, la Msc Sierra plantea la siguiente **Hipótesis**.

Es posible proponer un algoritmo (s) basado en Metaheurísticas para encontrar la etiqueta más probable para una palabra dentro de una oración específica para tres lenguas tradicionales.

La hipótesis planteada permite formular la siguiente pregunta de investigación: ***Es posible proponer un algoritmo (s) basado en Metaheurísticas para encontrar la etiqueta más probable para una palabra dentro de una oración específica(contexto) para tres lenguas tradicionales***.

La Msc justifica la pregunta de investigación considerando que los enfoques no supervisados para el problema de etiquetado permiten obtener mejores probabilidades en la búsqueda en tiempos razonables (Forsati & Shamsfard, 2015), resultados comparados con otras aproximaciones y mejorar la robustez de los algoritmos típicamente usados en el área (Araujo, 2007).

**Estado del Arte**

La Msc Sierra presenta los principales trabajos asociados al POS Tagging con el fin de identificar las principales contribuciones de estos a trabajos a su propuesta. Dichas contribuciones se presentan a continuación:

**POS Tagging**

* Comprensión de los aspectos relevantes en un POST
* Diferentes propuestas para construir POS Tagging para lenguas diferentes a las tradicionales.
* La experimentación y los valores esperados en las medidas de desempeño.
* Métodos de estereotipos que categorizan los roles de las palabras.
* Diferentes aplicaciones de los POS Tagging.
* Pasos a tener en cuenta para la construcción de un POS Tagging
* Aplicaciones (diccionarios, requisitos de software, entre otros)

**POS Tagging basados en reglas**

* Combinación de diferentes técnicas para la construcción POS Tagging.
* Estrategias para mejorar su desempeño.
* Descripción de los pasos que ejecuta un POS T
* Conocimiento de los diferentes comportamientos de las palabras en un corpus

**POS Tagging basados en métodos estadísticos**

* Tamaño del corpus y características
* Aportes de los HMM
* Características morfo sintácticas que se deben tener en cuenta en un idioma.

**POS Tagging utilizan algorítmos metaheurísticos**

* Cómo hacer líneas bases
* Cómo combinar estrategias y métodos para desarrollar un POS Tagging.

Considerando lo anterior, la Msc Sierra menciona las principales brechas de investigación identificadas.

* Abordar el problema de etiquetado desde una perspectiva semisupervisada o supervisada con miras a que sea multilenguaje
* No se ha utilizado Metaheurísticas (GBHS, DEKmeans y algoritmo del Pescador) para el problema de etiquetado
* Hay un gran campo de Trabajo en esta área, los trabajos encontrados son recientes

**Objetivos**

De acuerdo a las brechas de investigación identificadas la Msc Sierra plantea los siguientes objetivos.

**General**

Proponer un algoritmo competitivo con el estado del arte, basado en Metaheurísticas para encontrar la etiqueta más probable para una palabra dentro de una oración específica (contexto) para tres lenguas occidentales (Inglés, Castellano y Portugués)

**Específicos**

* Adaptar los algoritmos metaheurísticos Mejor Búsqueda Armónica Global, Evolución Diferencial con K-means y Procedimiento de Búsqueda del Pescador en busca de determinar el que mejores resultados brinde al problema de etiquetado.
* Proponer un algoritmo basado en las metaheurística Mejor Búsqueda Armónica Global, Evolución Diferencial con K-means o Procedimiento de Búsqueda del Pescador para la tarea de identificación de partes del discurso para tres lenguas occidentales.
* Evaluar el nivel de desempeño del identificador de partes del discurso construido considerando aspectos de precisión y recuerdo, mediante el diseño de una prueba aplicada a corpus lingüísticos.

**Discusión**

El Dr Juan Carlos Corrales inicia la co-relatoria, y hace algunas observaciones sobre el cambio de los objetivos. Debido a que no está de acuerdo con cambiar a realizar la investigación con un enfoque multilengual.

A continuación se inicia la discusión.

La relatora argumenta que se basó en la revisión de la literatura y el conocimiento de expertos para cambiar el campo de aplicación debido a que el problema continuará siendo el mismo. Adicionalmente, justifica que se ha realizado un avance en la elaboración del corpus en Nasa-Yuwe, sin embargo, el cambio se hace debido a que la validación requiere un corpus ampliamente probado.

Se cuestiona por qué se cambia el escenario si ya se habían hecho algunos avances empleando Nasa-Yuwe en la construcción de un corpus.

Respuesta: La relatora menciona algunas particularidades especiales del lenguaje en cuanto a la conformación de las palabras y las frases, lo cual ha dificultado la conformación del corpus.

Se le hace la recomendación de continuar con los mismos objetivos de la presentación anterior y para aumentar el impacto de la evaluación, evaluar los algoritmos con el corpus en Nasa-Yuwe y uno de otra lengua.

La relatora comenta los avances realizados sobre el corpus en Nasa-Yuwe y la manera cómo se planea la nueva evaluación empleando corpus de 3 lenguas occidentales diferentes.

Se pregunta sobre el segundo objetivo.

La relatora menciona que se propone adaptar los algoritmos del primer objetivo con el fin de lograr una combinación que permita proponer un nuevo algoritmo en el objetivo dos.

Se le recomienda a la relatora no cambiar de campo de aplicación y continuar con el Nasa-Yuwe pero cambiar la manera como se justifica la evaluación. Debido a que en la literatura será el primer trabajo empleando esta lengua. Adicionalmente, se le propone hacer dos casos de estudio; el primero con Nasa-Yuwe y el segundo con un lenguaje que sea con una estructura diferente, con el fin de evaluar el comportamiento del algoritmo propuesto.
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